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Abstract. This paper attempts to summarize the current understanding of the

storm/substorm  relationship b y cl earing up a consi derable  amount of controversy and

addressing the question of how solar wind energy is deposited into the constituent

elements that are critical to magnetosphere c and ionosphere c processes. Four

mechanisms are discussed as the primary causes of enhanced electric fields in the

interplanetary medium respcm~ible  for geomagnetic storms. It is pointed out that in

reality, these four mechanisms interact different y from event to event. Of the two

processes playing essential roles in enhancing the storm-time ring current, the enhanced

electric field driven by southward interplanetary magnetic fields dominates the effects

of the induced electric field in the magnetosphere resulting from substorm  expansion

onsets. There is, however, persuasive evidence in recent satellite observations that the

constituents of the ring current at 1.<4 show the greatest increases in their ionospheric

components during the main phase of magnetic storms. This implies that ionospheric

ions, which are associated with the frequent occurrence of intense substorms, are

accelerated upward along magnetic field lines, contributing to the energy density of the

storm-time ring current. An apparently new controversy regarding the relative

importance of the two processes is thus created. It is important to identify the role of

sub storm occurrence in the 1 arge-seal e enhancement of magnetosphen  c convection

driven by solar wind electric fields. Numerical schemes for predicting geomagnetic

activity indices on the basis of solar/solar wind/interplanetary magnetic field parameters

continue to be upgraded, insuring reliable techniques for forecasting magnetic storms

under real-time conditions, There is a need to evaluate the efficiency or predictability

of georna~netic  indices on the basis of’ physical processes that occur during storm-time

substorms.  It is also crucial to differentiate between storms and non-storm-time

substorms in terms of energy transfer/conversion processes, i.e., mechanical energy

from the solar wind, electromagnetic energy in the rnagnetotail,  and again, mechanical

energy of panicles in the plasma sheet, ring current, and aurora.



— .

\

1. Introduction - What is a Geomagnetic Storm?

Geomagnetic storms were first defined by researchers looking at ground

magnetograms  recorded at relatively low geomagnetic latitudes. It is not too much of

an exaggeration to state that the chal Ienge facing modem space physics, i.e., the

dynamics of the solar-terrestrial environment, originated in the study of geomagnetic

stc)mls.  It was in the mid-1800~s that extraordinary disturbances and a great decrease in

the horizontal component of the earth’s magnetic field were coined, “geomagnetic

storms” or “magnetic storms.”

The characteristic signature of a magnetic storm was a depression in the H

component of the magnetic field lasting over some tens of hours. This depression is

caused by the ring current flowing westward in the magnetosphere, and can be

monitored by the lk/ index, It is now commonly assumed that the magnitude of

magnetic storms can be defined by the minimum Dsl value [Gonzcdez  ei cd., 1994]. In

the early years of research, a general picture of a typical magnetic storm emerged which

had the features shown in Figure 1. The picture of the storm involved a sudden positive

increase in the H component (sudden storm commencement or SSC) followed by a

period of arbitrary length in which the elevated field did not change significantly (the

initial phase). This was followed by the development of a depressed H component (the

main phase) transpiring over a period from one to a few hours. The storm concluded by

a slow recovery over hours to tens of hours (the recovery phase).

The SSC was understood as early as the 1930s [ Chapmatl  atd J’erraro, 1931 ] as

being the effect of a compression of the front side of the magnetosphere by enhanced

solar wind pressure. The depression of the magnetic field during the main phase was

explained by Si)~,ger [1957] as the effect of a ring current carried primarily by energetic

ions [e.g., i’ralik, 1967] which appearecl in the region of 1, -4- 6 during the growth of

the storm main phase and decayed due to charge-exchange, Coulomb interaction and

wave-particle interaction processes associated with neutral particles in the volume of

space occupied by the. ring current particles [see, for example, l?oI.w, 1973; hzoz~m et

3

al., 1997]
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In due course it was discovered that the direction of the north-south component

of the interplanetary magnetic field (IMF) regulated the growth of the ring current. In

fact it became possible to model successfully the growth of the ring current using, as

input, only the component of, the interplanetary electric field in the ecliptic plane

normal to the sun-earth line [see Burton el aI., 1975; Go~~za/ez ei al, 1989]. By that

time several things were becoming c1 ear about the essence of a geomagnetic storm.

First, it was recognized [Ros/oker atldJulthammar,  1967] that the initial phase simply

represented a period of time after the onset of the SSC during which the IMF was

oriented primarily northward (i.e., little energy was entering the magnetosphere

regardless of the speed and number density of particles in the solar wind). More

importantly, it was discovered that an SSC is not a necessary condition for a storm to

occur and hence the initial phase is also not an essential feature [see Akasoji,  1965;

Zwrutani et al., 1988; Joselytl and Tsurutatli,  1990]. In fact, the only essential feature

of a storm is the development of a (symmetric) ring current and its subsequent decay.

The main question which then arises regarding the nature of magnetic storms

involves the nature of the physical processes which lead to the growth and decay of the

ring current. This question was apparently answered by Akasoj[  and  Cha/m/atl  [196 1]

who noted that during the main phase of a storm, there was violent electrojet  activity in

the midnight sector auroral oval with the amplitudes of the disturbances there far

exceeding the magnetic perturbation associated with the ring current itself. These

auroral oval disturbances, i.e., polar substorms, were in some way thought to be

responsible for the growth of the ring current. In fact, early studies of energetic particle

“injections” into the region of geostationary  orbit by AkasoJ/ Cl al. [1974] strongly

suggested that substorms led to the acceleration of particles to energies which allowed

them to be effective current carriers in the ring current, However, it later became clear

that the storm time ring current was carriecl by energetic ions with energies typically in

excess of several tens of keV [see Wi//iams,  1987], ‘1’he question of how ring current

particles attain their energies and whether substorm disturbances play an integral role in

that process is still open.
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In recent times it has become clear that during geomagnetic stern-s, significant

amounts of atomic oxygen are transferred from the auroral ionosphere into the p] asma

sheet [S’he//ey  et al., 1972] and ultimately form a significant component of the ring

current population [Johnson e~ al, 1977; I>ag/is,  1997]. Since charge exchange

processes affect oxygen ions and protons differently in terms of decay times, the

observed decay of the ring curx.nt  can reflect the different behavior of the components

of the ring current due to the two ion species [Kozyra  et al, 1997]. It is important to

evaluate the importance of ring current composition in terms of the differing signatures

of ring current decay seen using ground magnetic observation es. In other words, the

relationship between substorms  and storms is currently poorly understood, and

therefore basic questions remain unanswered regarding the hypothesis of whether a

magnetic storm is a superposition of intense substorms  [Akasofu, 1968].

Motivated by these timely issues about stomdsubstorm relationships, the authors

of this paper met in Rikubetsu,  Hokkaido,  Japan, in October 1994 and in Lake

Arrowhead, California, U. S. A.. in February 1996 to address the questions and also to

attempt to clear up a considerable amount of confusion in the field. The authors believe

that it might be instructive to pllblish the result of the two workshops and of further

elaboration, summarizing the current understanding of geomagnetic storms, particularly

of stom~/substoml  relationships,

2. Solar Wind Conditions Leading to Magnetic Storms

The precise form of the input function for solar wind energy into the

magnetosphere has been clebated  in countless papers, without the emergence of a true

consensus, However, the evidence is overwhelming that solar wind dawn-to-dusk

electric fields directly drive magnctosphcric  convection [e. g., hxamide, 1992; Go)lzalez

el al., 1994]. These electric fields are caused by a combination of solar wind velocity

ancl southward IM1:. Ofthese two parameters, the southward field is probably the more

important because of its far greater variability [ 7kmi(/cn)i  e/ al,, 1992]. Solar wind ram

pressure is also important in ring current energization,  although perhaps less so in
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aurora] processes [Gonza/ez e/ al., 1989]. In this section, the specific circumstances or

solar wind conditions typical!v  leading to enhanced duskward electric fields of

substantial duration will first be described briefly, accompanied by two examples which

illustrate most of the major effects, followed by a discussion of the interactions and

specific roles of these conditions.

The dominant solar/coronal events that occur near the maximum sunspot phase

of the solar cycle are impulsive ejects, often called coronal mass ejections (CMES).

Mass ejections are distinct particle ancl field structures with field orientations not

generally favoring the typical spiral equatorial orientation [e.g., Gonzalez and

Ikurulani, 1987; Gos/itg et al, 1987]. CMES  are most numerous near solar maximum

[Webb and Howard, 1994], and have been demonstrated to cause most major

geomagnetic storms at that phase of the solar cycle and possibly at other phases as well

[e.g., Gosling et al., 1991; Iaylor  et al., 1994]. These events have a variety of speeds,

but it has been statistically shown that the ones that are most effective in creating

magnetic storms are events that are fast, with speeds exceeding the ambient wind speed

by the magnetosonic wave speed, so that a fast forward shock is formed [Gos/itlg et al,

199 1; Phillips  e/ al., 1993], As a fast plasma and field structure propagates from the

SLm through interplanetary space, it sweeps up and compresses the slower plasma and

field ahead, creating a “sheath” between the shock and the interplanetary manifestation

of the ejects. There are three prominent features of CMES observed near the Sun:

bright outer loops, a dark region, and filamentary structures near the coronal base. It is

not clear that all propagate into interplanetary space.

l’he sheath fields leading the fast ejects often contain substantial north-south

field components, possibly due to compression and draping of the ambient IMF over

the ICMES (interplanetary CMES) [ 7kuru/at)i e/ al, 1988; A4cConlas el al., 1989; Zhao

et al, 1993]. Both the remnant

geoeffectivc,  depending on the

1993]. It should be noted that

--100 nT storms, because they

ejects fielcis  and plasma and those of the sheath can be

field orientations [ lkurula~)i el al., 1988; Zhao et al.,

roughly five out of six fast ejects do not cause llfl <

lack lal-gc  southward field components persisting for

6
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three hours or longer [ 7kwufat~i ef al., 1996]. Most geoeffective ICMES are magnetic

c louds  [Arlein and Ihrlaga, 1982; )’arri!gia ef al., 1997], a subset of ej ecta

characterized by high IMF magnitude, low field variance, and large-scale coherent field

rotations, often including large and steady north-south components. This high field

region is typically a low beta plasma. The field reversals typical within magnetic

clouds feature magnetic field reconnection during the period of southward field and a

general lack of reconnection and solar wind injection into the magnetc)sphere  during the

part with northward field [Tsurutani  and Gonzalez, 1995], The storm initial phase is

created by the increased ram pressure behind the fast shock, The higher plasma density

and higher velocity combine to form a much larger solar wind ram pressure. This

pressure compresses the Earth”s magnetosphere and increases the field magnitude near

the equator. Since interplanetary shocks are thin discontinuities,  they create an abrupt

onset of the initial phase, and w}lat has been called an SSC.

However, as mentioned above, there is no guarantee that southward field events

will follow the shock and therefore a storm main phase may not follow the SSC. If

there are intense, long-duration southward field intervals in either the sheath or the

ejects proper, a main phase may follow. The main phase lasts as long as the field is

southward; when the IMF reorients northward, the recovery phase begins.

During the declining phase of the solar cycle, another type of solar/coronal event

dominates. During this phase, the coronal holes have expanded from polar locations

and extend into, and sometimes across, the equatorial regions, Recent Ulysses

observations have shown thnt. fmt (750-S00 km/s),  tenuous plasma is continuously

emitted from these solar regions [e. g., /)hi//@.s ef aI. , 1995]. Because these regions are

long-lived and evolve relatively slowly, they appear to “corotate”  with the Sun (a 27-

day period as observed from Ilarth), If a coronal hole is near the ecliptic plane, the

Earth’s magnetosphere will be bathed in this stream once per solar rotation, Typically a

heliospheric  neutral sheet/plasnla  sheet lies ahead of the fast stream in interplanetary

space [ Wi~~/erha/ler  e/ c{/., 1994]. “J’hc characteristics of the plasma sheet wind include

low speed (-3 50 knl/s)  ancl high density (tens of particles/cnl  ~), The interaction of the
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fast stream with the slow stream ahead creates a plasma and field compression called a

corotating  interaction region (CIR) [Smi/h and Wol~e,  1976]. CIRS are bounded on the

leading and trailing edges by forward- and reverse-propagating compressional  waves,

respectively. CIRS are not as well-developed at 1 AU as they are at greater heliocentric

distances. The reverse waves sometimes steepen into shocks by 1 AU, while the

forward waves rarely do so, and the magnetic field and density profiles within the

compressed regions are often irregular.

A 27-day modulation in geomagnetic activity has been noted since the 19th

century [see Crooker and Cliver, 1994 for historical references]. This penodicity,

attributed to solar regicms  call ed “M-regicms” by Barlels  [1932], was 1 ater discovered to

arise from high-speed solar wind streams originating in coronal holes [Neuper/ and

Pizzo, 1974; Shee/ey  ef al. ., 1976]. However, for the elevated activity levels associated

with geomagnetic storms the picture is somewhat more complicated. While ICMES

often contain sustained southward fields accompanied by fast wind speeds, the high-

speed wind from coronal holes generally has relatively low field magnitude and a radial

orientation not conducive to production of steady and substantial north-south fields.

However, the interaction of this fast wind with slower, denser streamer wind, forming a

CIR, produces geoeffectivc  field compressions and deflections. Geomagnetic storms

associated with Cl R-like plasma signatures rarely have minimum IAl < –100 nl’, and

generally lack the sudden commencements often occurring for lCMF-driven storms

[Itiylor e/ al., 1994; lkwldat?i  et al., 1995], The high densities of the heliospheric

plasma sheet wind create increased compression of the magnetosphere, thus an “initial

phase.” However there is rarely a forwarcl  shock and so the compression is gradual,

with no “sudden impulse” or SSC. We note that in most cases [ 7kwu/at)i  ef al., 1995],

the very high plasma densities associated with the heliospheric  plasma sheet can

overcome the associated low wind speeds, creating a ram pressure increase and a storm

“initial phase” which actually precedes the CIR.

One remarkable characteristic of coronal hole wind is the presence of

continuous Alfvenic activity, consisting of large-amplitude quasi periodic fluctuations
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in the IMF orientation, in-phase with similar fluctuations in the solar wind flow

direction, with periods from tens of minutes to a few hours [13e/cher  a)ld Davis, 1971].

Thus, in the interplanetary region following CIRS, the southward field components

caused by these waves can cause magnetic reconnection, small injections of plasma into

the magnetosphere, and prolonged recovery phases of the storms. Events of this type

are known as “high-intensity, long-duration, continuous AL activity” (HILDCAA)

events [ Ikwutmi and  Gonzalez, 1987]. Although the average GSEQ (BZ) in

HII.DCAA intervals is zero, the half-wave induced reconnection in the magnetosphenc

response [Gonzalez andA40zer,  1974] results in a continuous occurrence of sub storms.

A final mechanism which may enhance storm activity is based on the simple

gec)metric mapping from the solar equatorial plane, in which the prevailing IMF is

ordered, into a magnetospheric system which orders the response. This mapping, from

GSEQ (geocentric solar equatorial) to GSM (geocentric solar magnetospheric)

coordinates, was described by Russe/1 a~ld A4cl)herron  [1973]. The result of the offsets

between the solar equatorial, ecliptic, and terrestrial rotational planes is to create a

seasonal modulation in the rotation from the transverse solar equatorial IMF component

(C;SEQ  BY) into north-south field in the magnetospheric  system (GSM B=). The tilt of

the terrestrial dipole adds a diurnal component. The combined effect is that negative

GSEQ BY, corresponding to “toward sector” IMF, maps most directly to negative GSM

BZ at 2200 UT on April 5, while positive GSEQ B}, (“away sector”) maps most directly

to negative GSM B, at 1000 UT on October 5.

Figure 2 shows the seasonal pattern in 25- and 75-percentile observed GSM B,

for a full 22-year solar magnetic cycle, for toward and away sectors. Compare the

strong seasonal signal in GSM with the lack of modulation in GSEQ coordinates, also

shown. The Russell -McPherson effect is often assumed to be responsible for the

prevailing seasonal modulation in average geomagnetic activity, with highest activity

levels in spring and fall. This modulation has

increasing activity threshold [Gree~~, 1984]

geomagnetic conditions [e.g., Crooker e/ cIL,

been shown to increase in amplitude with

and to persist even for very disturbed

1992]. However, the effectiveness of the
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Russell-McPherron effect in driving strong geomagnetic storms has been questioned by

Gonzalez et al. [1993], who argued that the observed field mappings for a set of storms

did not fit the predicted pattern [see

agreement on the effectiveness of

magnetic storms.

An example of geomagnetic

September 29-30, 1978 is shown

magnitude and se] ected components,

also Crooker and Cliver,  1993]. Currently there is

this mechanism only for sub storms and not for

activity produced by a fast ICME encountered on

in Figure 3. The top three panels show lMF

the next three panels show solar wind parameters,

and the bottom two show the Kp and 1)s/ indices, including a corrected (for solar wind

dynamic pressure) version of the latter index [e.g., Go)lzalez et al., 1989]. A fast

forward shock (solid vertical trace) arrived near 2100 UT on September 29, driven by

an ICME (dashed vertical traces) which spanned roughly 0830 UT on September 29

through 0300 UT on September 30, as identified by a variety of particle and field

signatures. The enhanced Kp and depressed I>st existing’ prior to the arrival of the

shc)ck/lCME  event were caused by an earlier (September 26) ICMF [Gosli~g  et al.,

1987], augmented by the near-equinoctial  timing and the subsequent mapping of

positive GSEQ BY to negative GSM l~z (note that the southward field is slightly stronger

in GSM than in GSEQ for all intervals with substantial GSEQ B}, The field in the

“sheath” region between the shock and ICME became strongly southward just prior to

IC;ME arrival, with a resulting enhancement of geomagnetic activity. Within the

structure proper, which is a classic magnetic cloud, the field is roughly evenly divided

between strongly southward and strongly northward intervals. The geomagnetic indices

were at major storm levels during the southward field interval, then began to recover

when the field swung northwal-a. l’hus the southward fields created large convective

electric fields causing the enhanced storm ring current, while the northward fields

resulted in geomagnetic quiet. This storm was driven by a fast ICME, augmented by

preexisting enhanced geomagnetic activity and by the Russell-McPherron effect.

An example of geomagnetic activity produced by a CIR with a trailing

HILDCAA  interval is shown in Figure 4, in the same format as Figure 3 and spanning
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January 24 through 27, 1974. After a geomagnetically quiet interval due to slow solar

wind and near-zero north-south field, the leading edge of a CIR arrived during the

afternoon of January 24. Field magnitude, plasma density, and wind speed all began to

ramp up, while the GSEQ field rotated strongly toward - Y and -Z. Near the interface

between streamer belt (slow) and coronal hole (fast) wind, marked by a vertical dashed

trace, the GSEQ field initially rotated northward then turned back southward; the

resulting GSM field has both northerly and southerly intervals as well, Geomagnetic

activity increased throughout the CIR due to increasing wind speed and intervals of

substantial southward field. The CIR ended with a reverse shock (solid vertical trace)

late on January 25. Subsequently, the solar wind was fast and low in density, with a

steady field magnitude and north-south (CiSM)  field components which averaged to

roughly zero but included quasi-periodic large-amplitude north-south oscillations. The

result of this Alfvenic  (HILDCAA)  activity was that recovery from the CIR-driven

magnetic storm was delayed for several days. lkl did not return to its pre-event  levels

until early on January 28 (not shown).

The four mechanisms described and illustrated above - ICMES, CIRS,

HI LDCAAS, and (possibly) the Russell -McPherson effect – are the primary causes of

the enhanced solar wind electric fields responsible for geomagnetic storms. Of these,

ICIMES and CIRS can be considered the primary events driving the stom~s,  while the

other two are modifiers which generally do not produce stornls  without a ICME or CIR.

This picture is, however, admittedly oversimplified for illustrative purpose. In reality,

these four mechanisms interact differently from event to event. One suggested

ramification for seasonal modulation of ~eomagnetic  storms is the “post-shock Russell -

McPherron  effect,” originally proposed for shocked solar wind leading ICMES

[Crooker  cl cI/., 1992]. in this mechanism, the enhanced field magnitude and transverse

orientation in shocked or compressed sc)lar wind can map to strong north-south GSh4

field, CIRS may also be particularly effective in driving enhanced geomagnetic activity

when the IMF polarity and time of year are appropriate for mapping the enhanced
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transverse fields (GSEQ BY ) within the compression regions to southward (GSM) fields

[Crooker  and Cliver, 1994; 7kwutani et al., 1995].

The existence of a semiannual signal in CIR-dr-iven  magnetic storms has been

demonstrated by 2’ay/or  et al. [1996]. That study did not demonstrate explicitly that

this signal was driven by the post shock Russell -McPherson effect. Gonzalez et al.

[1993] concluded that the post shock Russell-McPherron mechanism was ineffective in

driving storms during the declining phase of a particular sunspot cycle. However,

Phillips et al. [1993] c)bservationally confirmed this effect for regions between shocks

and fast ICMES.  It seems likely that the Russell-McPherron  mechanism is a modifier

that enhances the geoeffectiveness  of CIRS resulting from (1) compression, and (2)

H[LDCAAS associated with the high-speed wind. While the compressed and draped

fields preceding ICMES are ordered in solar heliographic coordinates and thus have a

seasonal modulation in geoeffectiveness,  the evidence for heliographic ordering of the

ejects fields themselves is less compelling. However, Zhao et al. [1993] found that

internal ICME field orientation may indeed

field pattern, suggesting that these fields

geomagnetic storms. Recent analysis by

exhibit a preference for the prevailing solar

also contribute to the seasonal pattern of

Crooker and Cliver  [1994] suggests that

ICMES may also contribute to enhanced quasi periodic geomagnetic activity at roughly

the solar rotational period in three ways, including (1) clustering of ICMES near sector

boundaries, (2) compression of slow ICMES within

magnetic flux in the streamer belt.

Consideration of ICMES  and CIRS as the primary

activity can at least partly explain the strong solar

CIRS, and (3) increasing of

drivers for strong geomagnetic

cycle effect in geomagnetic

disturbances. Figure 5 illustrates this effect, showing the yearly-averaged Wolf number

and the hours of D.Y/ <--50 and --100 n’]’ for years 1973 through 1994. Note that the

intervals of low )).s/ roughly follow the sunspot cycle, but have pronounced dips during

the years of solar magnetic polarity revel-sal  (1980 and 1990), and reach maxima early

in the declining phase [cf., Gor)zalez e/ al., 1990], lCME occurrence rate roughly

follows the sunspot cycle [ Wehh at)d Iloward, 1994], while strong CIRS are most
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prevalent during the declining phase due t}le relatively large tilt of the heliomagnetic

streamer belt and the presence of large polar coronal holes [e.g., 7kuruta)li e/ al., 1995].

A superposition of occurrence rates of fast ICMES and strong CIRS might well produce

the double-peaked pattern of Figure 5 [ Webb, 1995]. These minima could also be

caused by differences in the size or speed of ICMES encountered near sunspot

maximum [but see evidence to the contrary by Hundhause)l  ef al., 1994].

Another possible trend in geomagnetic activity is its modulation in accordance

with the 22-year Hale cycle. The avera~e geomagnetic activity levels are historical y

highest during the rising phase of odd-numbered sunspot cycles and during the

declining phase of even cycles [e.g., C/iver e~ al., 1996 and references therein]. Note in

Figure 5, however, that this trend is not suppofled  for cycle21 (1976-1986), which was

active during the declining phase (i.e., 1981-1 982), Furthermore, studies to date [e.g.,

Cljver et al., 1996] have generally used the aa index or some similar parameter due to

its availability for more than 100 years. Evidence for a 22-year peliod in such an index

does not necessarily guarantee similar modulation in ring-current enhancement or in the

occurrence of, geomagnetic storms. Advocates of the “double-solar-cycle” variation

have suggested two sources, The first is a combination of t}le Russell-McPherron

effect, the heliographic latitude dependence of the lMF strength, and the solar magnetic

polarity [Rosetlberg atld Coleman, 1969; l(ussell  a~ldMcPherron,  1973]. The second is

an intrinsic difference in large-scale solar magnetic fields, perhaps manifested as

changes in the solar wind, between odd and even cycles. Note that the odd- and even-

numbered cycles have some differences in average solar wind speed profiles. S7m’in et

al. [1986] noted that the IMF magnitude was substantial y higher in cycle 21 than in

cycle 20. A variety of evic{encc  favoring intrinsic and systematic cliffcrences in solar

properties between even and odd cycles was presented by Cliwr  el al. [1996]. We

summarize by stating that the case for a 22-year cycle in geomagnetic activity is

compelling but not ironclad, that one must be wary of high-latitude evidence for

geomagnetic modulation without reference to a true storm parameter, and that various

solar and interplanetary mechanisms may be at work to produce the observed effect.
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3. Practically Predicting Geomagnetic Storm Development

Quantitative predictions of storm development and decay have progressed

considerable y since Russell ei al. [1974] and Burion et al. [1975] published an empirical

relationship between Dst and the product of solar wind P’ (velocity) and BS (southward

interplanetary magnetic field). A number of data-based techniques useful for magnetic

storm forecasting are now available: see Joselyn  [1995]. Techniques using statistical

time series analysis were reviewed by Baker [1986]. Linear prediction filters,

pioneered by lyernorz el al. [1979], have been further developed (e.g., Clauer, 1986;

A4cPherron  et al., 1986; J’ay et a l . , 1986). Recently, both linear and nonlinear

autoregressive and moving average filters for predicting LM, including local linear

prediction (the state space technique) [ Vassiliadis ei al, 1995] were reviewed and

evaluated by Detman and Vassiliadis [1997]. Campbell [1996] showed that by using

measurements made during the main phase, IM development following the maximum

depression could be modeled by assuming a log-normal distribution. Valdivia et al.

[1996] developed a non-linear predictive model to predict storm evolution following

storm onset. Artificial intelligence (AI) mathematical techniques have brought

interesting new tools to heal on disparate and asynchronous sets of solar wind,

magnetospheric, a n d  i o n o s p h e r i c  d a t a  [ WI( a)ld I.u~id.skdt,  1996; Glei.mer a~ld

I,undsledt, 1997; I.wdstedf,  1997].

Several of these techniques are being implemented and testecl  for reliability for

predicting geomagnetic indices under real-time conditions. These include a linear filter

to be used operational y for predicting h’p [Ik[nlatl, priv. comm.  1996]; a state-space

local  l i n e a r  f i l t e r  f o r  p r e d i c t i n g  Al. [ Vassi)iadis, priv. cmm. 1996;

http: //lep694  .gsfc.nasa.gov/code692/vassiliadis/ht1~~ls/alprediction.ht[nl];  and an AI

technique that will predict 1%1 from continuous real-time solar wind data [Lutldsfed!,

priv. comm, 1996; http: //nastol .astro,lu.se/-henri  k/spacew 1,html] has been

demonstrated. “An Al technique is used internally in the Magnetospheric  Specification

and Forecast Model (MSFM) ?O predict IM [}’}eemat)  et a/,. 1994], Real-time or near-
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real-time solar wind data are available on two intemet sites:

[http:  //www.sec.noaa.  gov/wind/rtwind.  htn~l] and [http://umtof.umd.  ed@n/]. A World

Wide Web site is under construction at the World Data Center C2 in Kyoto, Japan that

will provide a quick-look Dsl in near-real time [Kamei atld Sugifira, 1996].

Development of geomagnetic storm models has been complicated by evidence

that substorms  were essential to IM evolution (e.g., Akasofl{ [1981]; Kamide and  Alletl

[1997]; A4c]’herron [1997]). Ilowever, it seems possible to proceed under the

assumption that while storms and substorms  are physically coupled, they are parallel

and/or symbiotic, not sequential processes, thus explaining the success of algorithms

that predict Dst directly from solar wind input. In the United States, the National Space

Weather Program has developed a Strategic Plan [1995] and an Implementation Plan

[1997] which emphasize understanding and predicting of geomagnetic disturbances.

The largest geomagnetic storms arise from Earth passage of the structures now

associated with the interplanetary manifestations of coronal mass ejections [ Ikwiwfani

el al., 1988; Wilson, 1990; Gosling e/ al., 1991], Improved understanding of flux-rope -

type features of coronal mass ejections are leading to predictive schemes for storm

development [Chetl el CI1., 1996; 1997].

3.1. Prediction of Magnetic Storms From Solar Wind Variables

l’he solar wind is the driver for both forms of geomagnetic activity, viz,, storms

ancl substorms. In the case of storms, the relationship between solar wind-induced

dawn-dusk electric fields 1;,, == VBY and IM was first studied by llur!or) et al. [1975],

shc)wing a strong con-elation. The most widely used technique for such empirical

studies has been the linear pl-ediction  filter [e.g., i’yeimri  e/ al, 1979; (%mer, 1986].

This technique uses the past input-output data to obtain an impulse response filter of the

system, which is then used to characterize the degree to which the system is linearly

driven by the

and AI, as the

[Rwgalze et

input. Such a study of substorms  using the solar wind ITBS as the input

output  found that only 40°/0 of the variance of the Al. index is predictable

al., 1985], implving  the important role of internal processes such as
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loading-unloading in magnetospheric  dynamics. In the case of magnetic storms, the

prediction filters for Dsf obtained from the solar wind dynamic pressure and the electric

field for a 52 hr dataset [1’w et al., 1986]  as input showed that 70% of the Dst variance

is predictable. Thus, these sh.d~es indicated a

by the solar wind than the auroral electroj  ets.

The linear prediction filter studies of

higher degree driving of the ring current

the solar wind-magnetosphere coupling

indicate the role of nonlinear processes. Extensive studies of substorms using AE, AL

and solar wind VBZ time series have given accumulated evidence that the

magnetosphere behaves as a nonlinear dynamical system which can be described by a

small number of variables. These studies of the low dimensional nature of substorms

ancl their predictability have recently been reviewed [Sharma, 1995; Klirnas  et al. ,

1996]. In the case of magnetic storn~s the linear prediction filters have provided weaker

evidence for nonlinear processes. However, the Dst decay time T has been found to

depend nonlinearly on the magnitude of magnetic storms. For example, z= 4 hr for Dst

>--50 nT, z = 0.5 hr for –50 > IAt >--120 nT and r = 0.25 hr for Dst < –120 nT

[Gonzales e/ al., 1989]. This suggests that nonlinearity may play an important role in

the solar Wind-lkt  coupling, in particular for intense storms.

The OMNl database is a convenient and widely used source for studying intense

magnetic storms. In fact, during the period 1964-1990 this database contains 140

intense storms with 1)s/ values below –100 nT. The solar wind data however are not

available for most of these intense storms. Defining a storm interval that begins 10

hours before the 11$1 goes down to –50 n~’ during the main phase, and ends another 10

hours after the I-M returns to the same value in the recovery phase, the OMNI database

contains only 14 storms with simultaneous measurements of the solar wind variables.

Further, in these cases the 1)s/ was required to be persistently above --50 nT during the

two 10-hour intervals [ Valdivia,  el CJI., 1996]. Variations of the solar wind ram pressure

nm+ P, where )] and V are the solar wind density and speed, respectiy’ely,  and m+ is the

proton mass, produce changes in the magnetopause currents, which in turn, affects

significantly the magnetic field measurecl at low latitudes, A simple technique [Burtcm
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et al., 1975; Go~~zalez et al., 1989] is used to subtract this effect to obtain the pressure

corrected 1>s/ (denoted on 2)sI*) as

The values of the constants computed for this dataset are c =22 nT and b = 0.31 nT/(eV

crt-3)1’z = 10.5 nT/(nPa)l/z  , and are slightly different from the earlier values. The

pressure corrected Dst is a better representation of the changes in the ring cument

during storms and should be used when the solar wind data are available.

In the Bwton et al. [1975] model the time development of Dst is modeled in

terms of an input or injection function Q(t) and a recovery with a characteristic time

scale z, so that

dlA~/*(t)/dl  == Q (t) - Dsl*(t)/z

The input function Q(t) is widely taken to be the solar wind induced electric field in

such models, but other forms also has been used [GoiJzcdez ef CII., 1994]. This model

can be generalized to include the nonlinearity in the evolution of l>st by considering a

generalized form of the right hand side. ~’aking  the normalized electric field 1~,, = YXs

o~,,llcql~t,  where OIJSI = 44 nT and Ok,, = 3.7 nlV/nl,  a predictor-corrector integration

scheme yields an ordinary differential equation (ODE):

dDst*(t)ldt =- -0.08 Dst*(/) [1 -0.0012 lM*(t)]  + 0.26 A’,, (t)

The decay time z is given by the inverse of the coefficient of Ds/* and has a value of z

- 12,5 hours, which is consistent with earlier studies [see Go)lza/ez ef al, 1994]. A

IM*  dependent decay time can be defined as

7 = 70/(1 - 0.00]2 )~sl*)
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with m = 12.5 hours. Thus, for lM* s –100 nT, the variations of z due to the nonlinear

dependence is significant: more intense storms have shorter recovery time scales. This

equation can be used to obtain predictions of storm evolution from the solar wind

electric field and the result of die case of the May 8, 1981 storm is shown in Figure 6.

The one-step predictions, shown by the dot-dash line marked ODE in the second panel

from the bottom, and has mean absolute error of 6 nT. Multi step or iterated predictions

are obtained by using DsI*(t) and l~w,(t) at time tto predict llYt*(i+l)  at time i-f 1. Using

this predicted value and EW, at 1+1, the prediction for 1+2 is obtained, and this process is

continued to obtain a 1 ong term predi cti on. The iterated prediction for 55 hours is

shown by the dot-dash line marked ODE in the bottom panel of Figure 6. The

inadequacy of a single decay time in modeling the time evolution of Ds1 has been

pointed out in many linear models. Fe]d$tei)l  cl al. [1984] obtained a decay time of 5.8

hr for I-M <--55 nT and 8.3 hr for lk/ >--55 nT. Using the solar wind input [Perreault

and Akasoyh, 1978] s = P’B2  sin4 (0 /2) /.2 , where B is the IMF magnitude, 0 is the

colatitude  of the IMF projected on the y-z plane (GSM) and /0 is a constant (= 7 I{I;),

Akasoj{  [1981] obtained decay times of 1 hr for s >5 x IOlg erg s-l and 20 hr for s <

5 x 1018 erg s-l. A superposition of two decay times for an optimized coupling function

given by

where 1) is the solar wind proton density, was studied by A4urayama [1986] and

A4aczawa andsblurayamct  ~ 1986].

3.2. Input-Output Phase Space Reconstruction

Considering the solar wi rid-magnetosphere interaction to be a natural input -

output system, its dynamical features can be reconstructed on the storm time scale by

using  the method of time delay embedding [1’ackard el al, 1980; 7hke}~.s,  1981]

adapted to input-output systems [Ca.~dag/i, 1992]. These techniques have recently
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been reviewed [Detman atld Vassiliadis,  1997]. The dusk-to-dawn electric field Ew ==

Vfi.ischosen asthe  input variable  andthel~s~  as the output.  The reconstructed phase

space isrepresented  by the state vector

x(l) ’’[Dst*  (t), . . ..lM*(t –(mo,,t – l)~u~); Zw, (l), . . .. fiw(t –(tlli~-l)Ti~]

The parameter nlin is the number of dimensions (embedding dimension) chosen to

represent the input system, and similarly n~OUt is the embedding dimension of the output

system, A time delay z is normally chosen to capture the dynamical features of the

system. Since the data in the NGDC database are 1 -hr averaged the time delays Zln and

-rO.t are taken to be unity. These techniques have been used extensively in the study of

magnetospheric  dynamics, reconstructed from the .4}; and AL indices and the IMF data

[see reviews by Mama, 1995; K/imas d al., 1996]. The local-linear model [Farmer

and Sidormvich, 1987], which is based on the local characteristics of the reconstructed

phase space, has been used to predict substorm activity using an input-output technique.

The input can be the solar wind parameters in general, but mainly the interplanetary

convect ion electric field Vfi.$  is used, and the auroral electroj  et index AL or A}; is the

output [Price et al., 1994; Vassiliadis ef al., 1995], In the case of magnetic storms,

these techniques have yielded good predictions of I>sI* for given solar wind input

[ j7a]dll,Ia e~ al, 1996]. In this technique, the I).$/* value at the next time interval

IN*(H1 ) is expressed as

I).$/* (t-} 1 ) = 1“ [x (/)]

where the functional 1+’ of the state vector A’ (I) is obtained from the dynamical features

of the reconstructed phase space. The local value of 1~’ is obtained by a Taylor

expansion around X (I) and the coefficients computed by a fitting procedure using the

evolution of the nearest neighbors of X (I), When the Taylor expansion is limited to the

linear term this yields a local-linear technique.
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predictions. One-step predictions use
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can be used to make one-step and iterated

the known IAI *(I) and ~?(~) at time t to obtain the

predicted

are made

t+] > 1+2,

D.s/*(t+l) at the next time step /+1. Iterated predictions starting at time /+1

by using D.s/*( t) and EW(l) at time 1, and EW at the subsequent time steps,

1+3, etc. The predicted Dsl*(t-11 ) and liW(f+ 1 ) are used to obtain Dsf*(t+2) at

the next time step, and so on. The case of the magnetic storm of May 8, 1981 is shown

in Figure 6. The solar wind input VBZ, in the top panel, has the characteristic strong

negative excursion lasting about 10 hours in the main phase followed by another weak

negative excursion. The solar wind dynamic pressure, shown in the second panel from

the top, is used to obtain the pressure conected I~st*, shown by the solid lines in the

bottom two panels. The predictions arc obtained by using the nearest neighbor

technique with the coupling expressed as an ordinary differential equation, and are

shown by the dotted line (marked NN_ODE) in the second panel from the bottom. In

this one step prediction the predicted 1)s/ value is not used for the next prediction, The

correlation between the actual and predi c(ed 1).s/ values computed over the 55 hr period

is 0.96 and the mean absolute error is -6 IIT. The iterated prediction is shown in the

bottom panel of Figure 6. The conflation is lower at 0.81 and the error being higher at

11 nT. Out of the 14 storms in the OMN1 database, 13 were used to reconstruct the

phase space and the prediction made for the remaining one. The predictions are thus out

of sample predictions. The local-linear Taylor expansion for the functional F, which is

actually a local filter, can capture the glc)bal  structure of the system by adjusting itself

to different conditions of the ring current and the solar wind, yielding good predictions

of the IM index.

3.3. Prediction of Geomagnetic Activity usi[lg Neural Networks

Neural network techniques are input-output models and are eficient  in

capturing the linear as well as nonlinear processes. This technique has recently been

used to model and predict the solar wind-magnetosphere coupling duling  storms and

substorms [see review by I,u})d~/edf,  1997]. In the case of substorms,  the Burgafze  ef



al. [1985] dataset was analyzed using neural networks for the relationship between L!B~

and AL. They obtained prec!i:ticm  efficiencies of 76°/0 for a nonlinear feed-forward

network as well as a linear stochastic model [Hernandez  et al., 1993]. A study of

different coupling functions for better prediction of substorms  has given prediction of

71% of the variance of the Al; index for the best coupling function, viz., plfz WBS. The

directly driven model of Goeriz et al [1993] yield a very high correlation coefficient of

0.92 between KB~ and AE, higher than the neural network or local-linear models

discussed above.

bias and also the

Ros/oker, 1993].

Magnetic

However, problems related to the filtering of the data, possible data

limited dataset used in their model have been noted [A4cPherron atld

storm prediction studies using neural networks have been made for

different coupling functions using the OMNI database for the period 1963-1992 [ Wi

and Lwrds/ed/,  1996, 1997]. For 1 hr predictions, the optimum function, pl’2 VB~

yields a root mean square error of 17 nT and a slightly higher error for P71S. If a

combination of the solar wind variables is used instead of a single coupling function,

the error reduces to 14 nT. q“hc local-linear techniques seem to yield slightly better 1 hr

predictions, although it is difficult to compare the results from these different

techniques in view of the different datasets, lengths of data, lengths of the predicted

periods, etc. One notable difference between these two very similar techniques is the

ability of the local-linear technique to make iterated prediction, yielding long term

predictions as shown in the bottom panel of Figure 6. Suitable modifications of Elman

recun-ent  neural networks may yield techniques that can be used to describe temporal

behavior, thus capable of making iterated predictions [I,tind.~/ed/,  1997]. Neural

network techniques are usecl to routinely predict 11$[ for input into the MSFM [l”;eenm)~

et u]., 1994; CosleIlo,  1996].

3.4. Prediction of M From AI.

The strong correlation between

magnetic storms indicates a cause-eff-ect

intense substorms  and the main phase

relationship. The scenario of a sequence

of

of
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sub storm injections ] eading to a magnetic storm is attractive from physical

considerations and has observational support [Gonzalez et al., 1994]. The simplest

picture is to consider a magnetic storm being driven by a sequence of substorms,  and

such a model that uses the Al, as the driver reproduces the IM index quite well [Kamide

and Fukushima, 1971]. The difference in the AE-DsI relationship during moderately

disturbed geomagnetic conditions and during storms were studied by Akasojl  [1981].

Using high resolution (2.5 rein) data A4cPherron  [1997] used prediction filters to

predict 1-M and AL from Vfis arid found that the prediction residuals of the two indices

are uncori-elated. This indicates that the particle injections during the expansive phase

of sub storms are undetectable.

The input-output phase space reconstruction technique is suitable for studying

such cause-effect relationships. Using the 5 min average Al, data for January l-June

30, 1996 as the input, the IJSI index for March 9, 1979 storm is predicted using the

local-linear technique, as shown in Figure 7. The top panel shows the Al. index, the

middle panel shows the solar wind dynamic pressure, and the bottom panel compares

the actual and predicted IM. The red curve is the prediction by the local-linear

technique, the blue curve is a simple relationship similar to that of Burton et al. [1975].

Both the predictions agree quite well, and the local-linear predictions capture more

details of the DSI variations.

Alternatively, the .4 J,-Dst relationship can be expressed as

T
r

where the constants cr, /3, and z are determined from

IM data for January 1-June 1, 1979 is used to

relationship and yielded the values (x == 0.003, /? ‘-

values the prediction of the storm of March 9, 1979

The agreement between the actual nncl the predicted l-hl, particularly in the

neighborhood of the storm peak, is found to be very good.

[he data. The 5-n~in averaged A1,-

optimize the coefficients in this

0.001 and r = 8 hr. With these

from the AI. is shown in Figure 8.
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4. Particle Injection

Geomagnetic storms have very dramatic effects w}len viewed in

geosynchronous energetic particle measurements. This is illustrated in Figure 9 which

shows a rather typical storm which began on November 3, 1993. This storm was

chosen for study by the GEM and CEDAR communities and has come to be known as

the National Space Weather storm [Kn@ and Emery, 1997]. It is illustrative both

because it shows much of the behavior that is expected in geosynchronous energetic

particle measurements and because it illustrates some of the things that are still not well

understood about the relationship between geosynchronous energetic particle

observations and the development of geomagnetic storms.

Figure 9 shows geosynchronous energetic particle data and the l~sl index for the

36-hour interval from 1200 UT on November 3 to 0000 U’1’ on November 5. The top

two panels show proton and electron data from satellite 1984-129, the next two panels

show proton and electron data from satellite 1989-046, and the bottom panel shows the

l-hour Dsf index. Satellites 1984-129 and 1989-046 were two of the five Los Alamos

geosynchronous satellites carrying I.os Alamos particle detectors that were operating at

this time. 1984-129 was located at 8 deg. west longitude and therefore passed midnight

local time at approximately 2330 UT each day. Those times are marked with solid

vertical lines on the plots, 1989-046 was nearly on the opposite side of the Earth at 165

deg east longitude which brought it past midnight at about 1100 UT as is also marked

on the plots.

As with most storms eiw~getic  particle injections are observed on the nightside

of the Earth throughout the main phase of the storm, The geosynchronous energetic

particle fluxes have a large dynamic range during storms. When the magnetic field

becomes highly stretched the satellites become magnetically connected to the more

distant plasma sheet where energetic particle fluxes are lower and a characteristic

dropout of particles is generally observed on the nightside.  When the field depolarizes

the fluxes not only return to their undisturbed levels but are enhanced indicating
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energizati on of the di stnbutiona. Storms are characterized by frequent oscillations of

the particle fluxes, by extreme and prolonged periods of tail-like fields, and by

numerous and highly structured particle injections.

The injection activity in this interval began in close association with the

negative dip in Ds/ and continued throughout the next 24 hours. The intensity of the

injections is strongly dependent on the location of the satellites and the direction of the

particle drift. 1984-129 saw the most intense electron injections from 0000 to 0800 UT

when it was post-midnight and could easily observe the e] ectrons which were injected

near midnight and drifted east. Likewise 1989-046 observed the strongest electron

injections when it was near or post-midnight (0800 to 1800 UT). Since ions drift west

the situation is opposite: 1989-046 observed the strongest ion injections in the first half

of the day when it was pr-t+midnight  and

injections in the second half of the day when it

Now let us consider these observations

1984-129 observed the strongest ion

was located pre-midnight.

in a little more detail. At the beginning

of the interval shown the IMF B. was northward and magnetospheric  conditions had

been extremely quiet for nearly two days, At approximately 1720 UT a sudden

commencement was recorded as the magnetosphere was disturbed by an interplanetary

shc)ck associated with a high-speed solar wind stream originating in a solar coronal

hole. The lMF llZ did not become significantly southward until about 2200 UT and the

first indications of energetic particle injections were observed in the ions at spacecraft

1984-129 at about 2230 UT. 1984-129 did not record an electron injection at that time

which indicates that the injection region was restricted to locations east of the satellite

(e.g., east of 2100 LT). A dis;c:sionless  injection of both ions and electrons was then

observed at 2306 UT (2236 1.1’). At approximately the same time spacecraft 1989-046,

located near noon, observed a dropout of energetic particles when the satellite crossed

the magnetopause  indicating that the dayside magnetosphere was strongly compressed.

The close association of the

coincidental or it may indicate

wind dynamic pressure,

nightside  injection and the dayside dropout may be

that both were produced by an enhancement in the solar
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The observations of the onset of this storm again illustrate the importance of

southward IMF BZ to the coupling of energy from the solar wind to the magnetosphere,

to the energization  and injection of particles at geosynchronous orbit, and to the

development of the storm-time ring current. One interpretation of these observations is

that the injections are caused ‘by sub storms and that a rapid sequence of sub storm

injections energize a large number of particles - particularly ions - and transport them

to the inner magnetosphere where they form the storm-time ring current and produce

the classic signature seen in the Dsf index, Clearly there is some truth to this picture

but is it the entire explanation?

There is some controversy over the application of the teml “subs term” to the

injection signatures seen during storms. A substorm is generally thought of as being, at

least in some regards, a global and coherent process with a growth phase,

dipolarization, and energization  of particles. During storms the changes in the

magnetic field and injections of particles are so rapid that it becomes difficult, if not

impossible, to identify individual substorms. Indeed observations from two satellites

that are both on the nightside oflen show very little coherence and can frequently show

growth phase and injection signatures simultaneously at locations separated by only a

few hours of local time.

A more significant problem with identifying the injections seen at

geosynchronous orbit with the development of l)st is the lack of correlation between

the value of IA-I and injection activity at geosynchronous orbit. In this storm, as with

many others, Dsl dropped to nearly –100 nT in three hours, However, if one were to

look only at the first three hours of geosynchronous energetic particle data they would

not look particularly unusual. Many intervals of substorm  activity produce similarly

intense injections of ions and electrons without having much effect on DSI. A related

question is why intense periods of substorm activity during the recovely  phase often

seem to have little effect on the recovery of l~sl.  The sequence of injections seen

shortly after 2100 UT near the end of the interval plotted in Figure 9 is one example,
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The minimum in Dsl for this storm was –119 nT observed at 1100 UT on

November 4. However, the injection activity at geosynchronous orbit did not

appreciably diminish until after 1800 lJT. We note in particular the ion injection

activity observed after 1100 UT by spacecraft 1984-129 which was in a good location

to observe ion injections at that time. In Figure 9 the motion of the spacecraft makes it

somewhat difficult to separate temporal effects from the dependence on the local time

of the satellites. However, when data frcrn all five satellites are plotted on top of one

another there i.s no obvious peak in injection activity prior to 11 UT or diminishing of

activity when lM begins to recover. It is also notable that the spectrum of both ions

ancl electrons is noticeably harder (as indicated by a smaller ratio of low to high energy

fluxes) at O UT on November 5 than it was at the peak in Ds/ 13 hours earlier.

Whether the injections of energetic particles seen at geosynchronous orbit

duling  storms can be identified with sub storms or not and whether they are the source

population for the storm-time ring current, it is clear that they are in important part of

the overall process that we identify as a geomagnetic storm. One of the key pieces of

information that we are missing here is the radial characteristics of the storm-time

injections. Simultaneous observations at different I.-shells can indicate the depth of

penetration of injected particles into the inner magnetosphere and may help us better

quantify the relationship between injection activity and the development of llsf.

5. Ionospheric Particles in the Ring Current

The role of ionospheric particles in the ring current evolution during storms

became evident only after the AMP-lX  (Active Magnetospheric  Particle Tracer

Explorers) mission [Krirnigis et al., 19S2]. Previously the composition of the bulk ring

current (i e., within the energy range 20-300 keV) was unknown [e. g., Williams, 1983].

The CHflM (charge energy mass) spectrometer on board AMPTE/(ZE  was the first

experiment to investigate the near-13arth magnetotail  with multi-species ion

measurements extending in the higher-energy (>20 keV) range: see Glockler  and

Hamilton, 1987].
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The AMPTE lifetime coincided with the solar minimum, and only one great

storm was observed, The great storm of February 1986 was studied in detail by

[Hamillon et al., 1988]. It was shown that the ionospheric-origin ions dominated the

ring current near the storm’s maximum phase. O‘ alone contributed 47V0 of the total

ion energy density compared with 36% contributed by H+. Harnilto?? cl al. (1988)

estimated that 67-80°/0 of the ring current density near the maximum of the storm was

of ionospheric origin (since also a fraction of Hi and He+ is of ionospheric origin).

Consequently, the authors suggested a major ionospheric ring current component near

the maximum phase of great storms.

The next opportunity for multi  species n~easurements  in the inner

magnetosphere was provided by the MICS (Magnetospheric  Ion Composition

Spectrometer) experiment (Wilkin et al., 1992b) on board CRRES:  the CRRES mission

coincided with solar maximum. Observations regarding the ring current composition of

the great storm in March 1991 were first presented by Wi/ken et a/. [1992a]. The

spectra and pitch angle distributions gained by MICS showed that new particles of

predominantly ionospheric ongin entered the inner magnetosphere during the storm

main phase. 0= was the dominant ion species near the storm maximum phase. Its

contribution to the total energy density in the ].-range 5 to 6 reached the extraordinary

level of 75?40.

]>ag/is [1997] studied the importance of the ionospheric ion component in the

ring cunent during several storms observed by CRRES,  showing that during the main

phase of great storms, the abundance of ionospheric-origin ions (O+ in particular) in the

inner magnetosphere is extraordinarily high. Five storms during the period January -

July 1991 were presented, wi’th the peak lDs/1 ranging from 80 to 300 nT. The

outstanding storm feature manifested by the CRRES observations \vas the concurrent

increase of IIMI and of 0’ (and, consequently, ionospheric) contribution to the total

particle energy density. Furthermore, it was manifested that 0+ is the dominant ion

species during the main phase of large storms: see I;igure 10.
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Considering the domination of 0+ and taking into account that a fraction of H+
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is also of ionosphere c origin, l~aglis [1997] suggested that the cause of the intense ring

current during large storms is terrestrial, although the energy source is unambiguous] y

of solar origin. Accorcling  to Ijaglis  [1997] very intense ring currents responsible for

very low Dsf levels are only created when the ionospheric response to the solar wind -

magnetosphere coupling is of sufficient strength and temporal extent. However, the

question if the ionospheric response is a prerequisite for very strong ring currents can

only be addressed through a larger database of storm observations with composition

measurements of the bulk ring current. It is noteworthy that preliminary modeling of

the effects of outflowing 0+ on storm evolution [ Woahicka, 1991 ] has shown that an

increase of injected 0+ ions with small initial pitch angles would increase the magnetic

storm amplitude; low radial injection distances and higher initial energies would

enhance the effect.

The CRllES (and previous AMPTE) observations have shown that the enhanced

magnetosphere-ionosphere coupling, in form of ion feeding of the inner plasma sheet,

provides the additional new population associated with the storm main phase.

However, in order to fully assess the role of magnetosphere-ionosphere coupling in

magnetic storm evolution, one does not only need compositional measurements in the

inner magnetosphere, but also comp]etc information on the solar and interplanetary

conditions preceding and accompanying large storms. in this way it will be possible to

investigate if similar solar wind conditions lead to similar-size storms independently of

the extent of ionospheric outflow.

The increased relative abundance of ionospheric 0+ ions in the inner

magnetosphere during storms, besides influencing the ring cun-ent  enhancement,

influences the decay rate of the ri~]~ cur[-ent, since the charge-exchanse  lifetime of O+ is

considerably shorter than the 11+ lifetime for ring current energies (? 40 keV): see Smith

a~m’ Bewtm  [1978] and h’oz~’rc{ cl al. [1997]. This implies that ()+-dominated ring

current will decay faster, at least initially. Such a fast initial ring current decay,

associated with a large 0+ component during the storm main phase, has been indeed
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— observed in the February 1986 storm [Hamilio~j  ei al., 1988]. The same trend was seen

in the storms of July 9 and March 24, 1991 [l~aglis, 1997], where the initially fast

recovery of Ds1 is concurrent v.’ith an initially fast drop of the 0+ contribution to the

total energy density.

The issue of the importance of sub storm occurrence for the storm-time ring

current growth [Kamide, 1979, 1992] may be related to the connection of sub storms

with ionospheric outflow, since the ring current growth is concurrent with increased

abundance of ionospheric-origin ions in the inner equatorial magnetosphere. Daglis et

al. [1992, 1994] showed, on the basis of a large set of sub storm observations by

AMPTE/CCE,  the association of strong substorms  (as observed during storms) and

enhanced ionospheric ion abundance in the inner plasma sheet. A recent study of

substorrns  observed by CRRES confirmed the AMFIWCCE  results [Daglis et al,

1996].

Further clues to this issue

ionospheric ion extraction. Viking

could be provided by studies of the processes of

observations of ionospheric outflow and associated

electric fields [1.u~uli/~ et al., 1987; Hultqvist  et al., 1988; Lunciirl et al., 1990]

prompted relevant modeling and simulation studies, which showed that outflowing

ionospheric ions are accelerated very efficiently by low-frequency large-amplitude

electric field fluctuations [1.u)~di~)  and Hu/tqvist,  1989; Hultqvist,  1996]. Since such

electric fields occur during intense auroral activity (G. Marklund, personal

communication), it is expected that this type of acceleration of ionospheric ions at low

altitudes operates during substorm expansion. Consequently, a higher abundance of

ionospheric ions (0+ in particular) in the inner magnetosphere is expected during

sub storm expansion, in accordance with the results of lhglis  e/ al [1994].

1 Iowever,  although several studies have shown that the outflow of ionospheric

0+ and the energy density of O t in the inner magnetosphere are clcsely corl”elated with

auroral activity, the ring curl-ent  grows more efficiently during the main phase of storms

than during non-main phase periods with the auroral electrojets  having the same

strength [Go~/za/ez  el al., 1994]. The answer to this paradox should be the persistence



30

and long duration of enhanced auroral activity resulting in a prolonged ionospheric

outflow during the storm main phase. A prolonged ionospheric outflow has been

suggested by Daglis andAxjord  [1996] to account for the continuing rise in 0+ energy

density in the inner plasma sheet, in contrast with the one-step-rise of H+ and He++

energy density during sub storm expansion.

6. Tail Dynamics

The dynamics of the Earth’s magnetotail  is governed by unsteady convection

and associated heating of the plasma, ranging from the high-speed flow bursts, which

have time scales of some minuws, to the classical substorm with its 1-2 hour duration

[see, e.g., Baumjohann, 1996]. Magnetic storms do, in principle, not change this

behavior. They neither add a new way of transporting plasma inward nor do they add a

new time scale. Ho et al. [1997] noted that deep plasma jetting is far more intense and

frec]uent  during storms than during non-storm substorms.  Magnetic storms, or more

precise] y, the steady southward lMF during their main phase, however, affects the way

how sub storms proceed. Furthermore, the immediate recurrence of several sub storms

produces a much hotter plasma sheet particle population.

6.1. Different Substorm  Signatures

llaun~ohatm ei al. [1996] conducted a superposed epoch analysis to study

possible differences in the beha’,’ior of the near-Earth tail around substorm  onsets that

occurred during the expansion phase of a magnetic storm and those that were not

accompanied by magnetic storm activity (DSI > –25 nT). Figure 11 shows that the

average behavior of the near-Earth tail magnetic field at radial distances between 10

ancl 20 I/E is significantly different during the two types of substorms.

The difference between the two types of substorms  becomes immediately clear

in the development of the magnetic field elevation angle. During substorms  that are not

accompanied by magnetic storm activity, the magnetic field depolarization appears to be

very gradual, reaching its highest elevation angles only during the recovery phase.
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Moreover, the depolarization is not very pronounced, with an average maximum

elevation angle of only 15 degrees. On the other hand, for substorms  which occur

during the storm main phase, the magnetic field in the CPS starts to become rather

dipolar immediate] y after sub storm onset

nearly 50 degrees.

The right-hand panel of Figure 11

and the maximum field elevation reaches

shows the variation of the lobe magnetic

pressure. Again, the clifference between the two traces is most obvious. During non-

storrn substorms, the lobe magnetic pressure does not change in any systematic way. In

fact, one may even say that the lobe is not affected at all by those sub storms. On the

other hand, the lobe

phase of storm-time

importantly, it drops

magnetic pressure changes quite drastically duling  the expansion

substorms. It starts from a somewhat higher level, but even more

to about half of its pre-onset  value during the expansion phase.

Comparing the results of shown in Figure  11, with the signatures to be expected

from the near-Earth neutral line model [e.g., A4c}’hertol?  et al., 1973; Hones, 1984],

only the substorms occurring during the storm main phase show the typical features.

For this type of substorm one can see a clear depolarization of the tail magnetic field

and the decrease in the strength of the lobe field, both of which are expected to be

associated with the formation of a near-Earth neutral line tailward of the satellite during

substorm onset and subsequent reconnection of closed plasma sheet field lines and open

magnetic flux tubes intermediately stored in the tail lobes. During the typical non-

storrn substorm,  we do also see a more dipolar  field, but the depolarization is weaker

and maximizes only near the end of the expansion phase, after the Al,’ index has reached

its maximum value. Moreovei, during this type of substorm,  the lobe field strength

stays nearly constant. Hence, it is unlikely that open lobe magnetic field lines are

reconnected in these cases.

Actually, we may speculate that the different behavior of the IMF duting  stornl-

time and non-storm intervals results in quite different types of substorms,  in line with

arguments presented by Co\v/cy  [1992]. During the typical non-storm substorm,  the

enhanced solar wind-magnetosphere coupling due to the southward component of the
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IMF leads to enhanced convection but the reconnection rate at the distant neutral line

may be high enough to allow for the closure of all magnetic flux tubes that have been

opened at the dayside magnetbpause. Substorm onset can then be the result of an

instability developing due to the strongly enhanced current flow associated with the

enhanced convection, either of the whole magnetosphere-ionosphere current circuit, as

advocated by Kan [1988], or of the enhanced tail current around 6-8 RE, as suggested

by Lui ei al [1988]. The gradual increase of magnetic field elevation and Earthward

transport observed between 10 and 20 R~: is then the result of the tail ward propagating

collapse of the tail current that has been initiated much closer to the Earth [e.g.,

Jacquey,  1991; Ohfani et al,, 1992]. The collapse may or may not be accompanied by

the tearing mode instability or magnetic reconnection, but even if it is accompanied, it

occurs closer to the Earth and only closed magnetic field lines are involved in this

process. Thus the non-storm substorms  lack an important element of the near-Earth

neutral line scenario, the recc:~.ccti  on of open magnetic flux intermediate y stored in

the tail lobes.

Only when the lMIi has a strong southward component for a

time, like during a magnetic storm, the distant neutral line may be

prolonged period of

unable to reconnect

all the magnetic flux merged at the dayside magnetosphere. In this case there will be a

surplus of open magnetic flux that is intermediately stored as magnetic field energy in

the tail lobe and then suddenly reconnected at a near-Earth neutral line. Since the

formation of a new neutral line proceeds via the ion-tearing instability [Schindler,

1974], it may help that the central plasma sheet is already hotter, since more energetic

ions will behave less adiabatic in the vicinity of the neutral sheet.

The da~a presented in this study exhibit a clear difference in the dynamics of the

near-Earth tail for substorms  that occur during the main phase of a magnetic storm and

for those that are observed without accompanying magnetic stol m activity. This

indicates that even though the ionospheric signatures, such as auroral breakup and

sub storm electroj  et, are common for both types of sub storms, there may be two
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,
qualitatively different types of substorms,—

physical processes in the magnetosphere.

Nature might have chosen to create,

3 3

which are dominated by two different

however, even more substorm scenarios.

Caan et al. [1973] noted that some sub storms display depletion of lobe flux and thus

near-Earth reconnection of open flux whi 1 e others do not. Caan et al. [1975] then

conducted a superposed epoch study of 20 clear lobe field depletion events and found

that all of them were associated with sub storms. We looked into the Ds/ index for those

events and found that only three events clearly qualify as storm main phases while 12

cases are clearly not storm-associated and the remaining cases are somewhat

ambiguous. Hence, there can be lobe field depletion for non-storm substorms.

As Caan ef al. [1975] stated in their paper, however, they selected their events

in such a manner so as to avoid storm times. Their superposed IMF Bz shows only

weak southward Bz for the 4 hours before onset. Their average AE index values show

the existence of ongoing activity during the same interval at a level of about 400 nT.

The final expansion phase is associated with an IMF turning northward, but adds only

about 150-200 nT to the Al; index,

According} y, it would appear that prolonged intervals of strong southward IMF

(storm times) as well as lMF northward turnings after a longer interval of southward

turnings may cause depletion cX the lobe field by near-Earth reconnection. In the latter

case, however, the substorm effects seem to be merely weak, and there is usually no

ring current injection, as in the non-storm cases without near-Earth reconnection of

open fluxes.

6.2. Recurrent Heating of the Plasma Sheet

Figure 12, again from the superposed epoch study of Baun~ohatm  el al. [1996],

shows the average ion temperature in the (PS, separately for storm-time and non-storm

substorms. As in Figure 10, the traces are constructed by binning measurements taken

by the IRM satellite in the CPS with respect to the particular onset and then averaging

over all the samples in a particular 15-n~in bin, It clearly illustrates that the heating of
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the ion population in the CPS occurs during the substorm  expansion phase. The

temperature increase from sub storm onset to the beginning of the recovery phase is

about the same for both types of sub storms, of the order of 2.5 MK, or roughly 2 keV.

The difference, however, between storm-time and non-storm substorms  lies in the

average levels of the ion temperature before the onset, and thus also in the typical

energy of the ion populations in the CPS during the expansion and recovery phases. In

addition, the heating seems to occur more effective y during storm-time expansion

phases, resulting in an average ion energy of 8 keV only 15-30 min after the onset of a

storm-time substorm,  while the typical CPS ion has only 3-4 keV during  the expansion

phase of non-storm substorms.

That the tail plasma is ‘already quite energetic before the onset of the typical

storm-time substorrn must be a result of previous substorm  activity, which is much

more likely to occur during magnetic storm activity due to the sustained southward

interplanetary magnetic field (IMF) and thus enhanced solar wind-magnetosphere

coupling typical for the storm main phase. It may be that non-adiabatic heating [Hua~lg

et al., 1992] is responsible for the larger energy gain of the plasma sheet ions during

storm time periods, It is not unreasonable to argue that the tail plasma sheet plasma is

already quite energetic before the onset of a storm-time substonn, That is because there

has already been considerable activity associated with the sustained southward IMF

during which heating may have taken place both adiabatically and non-adiabatically. In

fact, l.iu and l{os/oker [1995] have shown that it is possible for ions to achieve energy

gains of up to some tens kel- over  several substonn cycles due to the non-adiabatic

process of pitch angle scattering during the stretching and subsequent depolarization of

tail field lines during a substorm cycle. The process is an example of magnetic

pumping first introduced by A@(;}l  [1949].

6.3. Efficiency of Ring Current ll~jection

l’he llsf variation is the symmetric part of the magnetic disturbance caused by

energetic particles encircling the I;arth due to the combined effect of the gradient and
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curvature drift, in a near-dipolar  field as well as the magnetization current. Hence, what

is needed to create a notable Ds1 variation, is to bring energetic particles from the tai 1

close enough to the Earth so that they experience a gradient and curvature force strong

enough to perform complete orbits around the Earth. Since the magnetic drift forces

increase with increasing particle energy, more energetic particles will experience a

stronger azimuthal

will cause a larger

particles.

Apparently,

drift for the same magnetic gradient and curvature. In addition, they

Dst index, since the latter depends on the energy of the ring current

the much stronger depolarization during the storm-time sub storms

will bring the heated tai 1 plasma closer to the Earth, Moreover, the plasma brought

inward by storm-time sub storm activity is more energetic and the more energetic

particles will perform closed orbits at larger radial distances. Finally, once on closed

orbits, the more energetic particles will cause a stronger field depression. This does not

necessarily moan  that no particles are injected into the symmetric ring current during

non-storm sub storms, but at least the efficiency of energy injection into the ring current

is much higher during the storm-time substorrns.

7. Discussion

7.1. Energy Budget Associated With Cieomagnetic  Storm Processes

Studies of energy input and dissipation in the magnetosphere associated with

geomagnetic activity and related phenomena have been carried out for a long time: see,

for example, Hill [1979], Va.~yliu/m.s  cl al. [1982], Sfertl [1984], Wei.Y.Y et al. [1992],

Gomza/ez e/ al. [1994], and references therein. It is generally agreed that the power

required to build up the storm-time ring current and to supply the dissipation associated

with various aurora] and ionospheric manifestations of storms and substorms  must be

extracted ultimately from the kinetic energy of solar wind flow. Most of the dissipation

processes (auroral particle acceleration, Joule heating in the ionosphere) as well as

heating of plasma-sheet and ring-current particles by adiabatic compression and similar

processes ccmvert  electroma~netic  energy  into mechanical energy of particle motion
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(either flow or thermal), whereas the energy supplied by the solar wind is initially all in

mechanical form. Energy flow from the solar wind to the magnetosphere and

ionosphere must therefore proceed in two steps: mechanical energy from the solar wind

is converted to electromagnetic energy (and can be viewed as stored in the magnetic

field pnmaril  y of the magnetotail),  and this electromagnetic energy is converted to

mechanical energy of particles in the plasma sheet, ring current, ionosphere, and aurora.

Direct transfer of mechanical energy from the solar-wind plasma in the magnetosheath

into the adj scent magnetosphere is negligible on the global scale, consistent with the

fact that the empirically estimated power input from the solar wind into the

magnetosphere exceeds by an order of magnitude or more the empirically estimated

particle input from the solar wind multiplied by the solar-wind kinetic energy per

particle [13i//, 1974, 1979].

There is no general requirement that the two steps of the energy transfer must

proceed at the same rate; on the contrary, various plausible scenarios can be constructed

where the energy is first stored in the magnetotail  and only subsequently, i.e. at a later

time, released into the inner magnetosphere and the auroral  ionosphere. This is

~llergy  llIPU1 LOIIl~OIl~Ill  CXII?IGICU llUIII UUSUIVtlll Ull>,

expansive phase of substorms,  but there is also a so-

input component, in which (it must be assumed) energy

wind to the magnetotail  at the same rate at which it is

identified with the “unloading” ------- ‘------’ ------- ‘-’ ‘--’---’ -4 ‘ --– ‘~-----’: ---

associated especially with the

called “directly driven” energy

is being added from the solar

being withdrawn by dissipation and ring-current build-up. (Despite the apparent

connotations of the term “directly driven,” the energy input even in this case always

proceeds in two steps, via the magnetic field as an intermediary; it is just that the

conversi ens, from mechanical to electromagnetic and vice versa, both proceed at

same rate.)

The evidence for the “directly driven” component is, in essence, that

(observationally  inferred) time history of the total power expended in

magnetosphere can be correlated, more or less closely, with the time history of a

suitable function of solar-wind parameters, often called the coupling function for the

two

the

the

the
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solar wind/magnetosphere interaction (of which there are several empirical or semi-

empirical models [e.g., Gonzalez, 1990; Go~lzalez  et al., 1994], the “epsilon function”

of I)erreault and Akasofu [1978] being probably the best known). There is, however, as

yet no independent proof that any of these coupling functions really represents the rate

at which solar-wind mechanical energy is being converted to electromagnet c energy.

An alternate interpretation is that the coupling function merely models the solar-wind

control of the energy output process (from magnetic energy of the magnetotail  to the

mechanical energy of ring-current and auroral  particles), while the energy input (from

mechanical energy of the solar wind tcj magnetic energy of the magnetotail)  may

proceed at some other rate which at present is largely unknown, except perhaps for its

grossest features.

Quantitatively, the rate of energy conversion between electromagnetic and

mechanical forms is governed by the scalar product of electric field and current density.

The energy flow into the ring current and auroral/ionospheric  dissipation region (EJ

positive) from the region of the “energy source from the solar wind (EJ negative) can be

readily traced with the Poynting  vector or any of its several equivalents. Physically, the

most important constraint is that, on the average, the region of negative JW must have

enough net inflow of solar-wind mechanical energy to balance the net outflow of

electromagnetic energy. The dominant energy of solar-wind plasma in the relevant

region is kinetic energy of bulk flow, and only a small fraction of that can be tapped

because the plasma flows out of the region with a speed not much reduced below its

initial value. Hence a large amount of solar-wind plasma must be flowing through the

interaction region that powers the magnetosphere: a rough estimate gives about 1/3 of

the solar wind flow

Va.vyliutlas  [1987].

Most studies

particularly between

through an area equal

to date of the energy

storms and substorms,

to the cross-section of the magnetotail,  cf.

budget have not attempted to differentiate

except possibly for time scale and intensity.

A recent result showing a significant qualitative difference between energy transfer in

storms and in sub storms [Iyemori a))d Nao, 1996] has been interpreted by Siscoe a)ld
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Petschek [1997] as indicating a

substorm  expansion phase; this

expansion is fed largely from

significant reduction in magnetic energy during a

implies that energy dissipation during substorm

a reduction of magnetic energy, and thus the

ma~metospheric  energy budget departs significantly from the average balance between

solar-wind mechanical input and electromagnet c output.

7.2. Comment on the Intensity of Magnetic Storms in Terms of the Dst Index

It has commonly been assumed that the intensity of magnetic storms can be

defined by the minimum Dst value at the end of the main phase [Sugiura  and Chapman,

1960; Loewe and Prolss,  1997; Yokoyama and Kamide, 1997]. The Dsl

defined as the symmetric or zonal  part of magnetic disturbances, that is

D (disturbance) =-- Dst +- DS

where DS is the 1 ocal time dependent component of magnetic disturbances.

[1964] published hourly values of 1.)s/ for IGY: this parameter is

index is

Su,giuru

currently

conlputed/compiled  by WDC-C2  in Kyoto and is widely used for research in

geomagnetic storms. The intensity of 1>s/, i.e., the depression at the Earth’s surface

near the equator, represents the total energy of ring current particles in the 10-300 keV

energy range, located between 2 and 7 l{~; [l~ess/er and Parker, 1959; Sckopke, 1966].

It is the purpose of this subsection to point out that changes in the Dst index do

not always monitor changes in he ring current surrounding the Earth, This is simply

because currents other than the “symmetric” ring curwnts,  such as field-aligned

currents associated with the partial ring current, also contribute to the l~st index. Their

relative importance varies from storm to storm, and even within one magnetic storm, it

depends strongly on storm time.

In particular, one must exercise caution in using the currently-available hourly

Z)SI values which are being derived from the H component perturbations at four widely-

separated mid-latitude observatories. The magnetic perturbations at each observatory

are corrected both for the Sq effects and for latitude, assuming that the Sq pattern does

not change during magnetic storms and that magnetic perturbations at the Earth’s
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surface are uniform so that the H component is proportional to cosine of latitude. A DSI

value is the simple average of these four values. These assumptions are not valid,

however, unless the ring current is purely “ring” and is located a great distance from the

Earth. Substorms are by no means symmetric in local time, and intense substorms

occur quite frequently during a magnetic storm. Thus, the present Dst value includes a

significantly artificial symmetric value resulting from asymmetric perturbations.

Figure 13 is a schematic diagram showing typical stoml-time H-component

variations at mid-latitudes at four MLT sectors: 1200, 1800, 0000, and 0600 MLT. For

simplicity, it is assumed that only one substorm  takes place during the main phase, that

the effects of the growth phase are negligible, and that the symmetric ring current

grows and decays systematically in MI-T. Superposed are the effects of the so-called

sub storm wedge current system: see McPherron  [1991]. It can clearly be seen that the

substorm effect is characterized by positive and negative H perturbations, depending on

MLT. The main sources generating the positive perturbations are field-aligned

currents which constitute the wedge current system, as demonstrated by Kamide and

Fukushima [1971] and Crooker atld Siscoe [1974]. On the other hand, the partial ring

current is the main contributor to the negative perturbation. The relative strength of

these positive and negative perturbations depends on how widely (in local time) the

wedge current system is distributed, which indeed changes considerably during a

substorm.  The average curve, which represents Dsf by definition, is indicated by a

dashed line. Therefore, the positive change in Dsl does not necessarily mean that the

ring current decays, but rather that the change is in fact caused by field-aligned

currents and their associated current in the magnetotail.  It can be argued that even

though DSI is decreasing in the main phase, the ring current, partial in this case, is in

fact growing associated with substorms  expansion, lt is thm misleading to state that the

decrease in the Dsf decrease rate reflects directly the decay of the ring current or that

substorrn occurrence does not contribute to the ring current (see lyemori a)ldl{clo,  1996;

Rostokcr  ef al., 1997).
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FIGURE CAPTIONS

Figure 1. Schematic diagram of Dsl featuring a typical geomagnetic storm. For the

definition of the initial, main and recovery

Figure 2. Twenty-five and seventy-five

coordinates, plotted versus day-of-year in

averaged NSSDC Omni data were used,

phases, see text,

percentile levels for Bz, in GSEQ and GSM

12.2-day bins. Twenty-two years of hour] y -

spanning 1973-1994. Data were sorted by

GSEQ B. and BY into toward (top panel) and away (bottom panel) sector quadrants;

measurements in anomalous non-spiral quadrants were not used. The vertical traces

mark the Russel/  and A4clJherron  [1973] “equinoxes” on April 5 and October 5. The

diurnal componen

day.

Figure 3.

September

the NASA

has been averaged out by including measurements from all times of

Interplanetary and geomagnetic data for a shock-ICME  sequence from

28 through October 1, 1978. Interplanetary data are one-hour averages from

NSSDC Omni dataset and are primarily from IMP-8 and ISEE-3, plus a

small contribution from I SEE- 1. The shock and lCME are marked by solid and dashed

vertical traces, respectively.

Figure 4. Same format as

thrcmgh January 27, 1974.

Figure  2, for a CIR-HILDCAA sequence from January 24

Interplanetary data are one-hour averages from the NASA

NSSDC Omni dataset and represent

reverse shock and stream interface

respectively.

measurements from IMP 6, 7, 8, and H“EOS. The

are marked by solid and dashed vertical traces,

Figure 5. Yearly-averaged number of hours with IM < –100 nT (solid trace with

diamonds, and with l)SI <-50 n’1’ (divided by 5, dashed trace), and yearly-averaged
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Wolf number (heavy trace), for a solar magnetic cycle. Dsl

OMNI dataset; Wolf numbers are from the NOAA National

values are from the NSSDC

Geophysical Data Center.

Figure 6. The prediction for the magnetic storm of May 8, 1981 using local-linear

(nearest neighbor) technique. The top two panels show the solar wind J?BZ and the

dynamic pressure. The one step and iterated predictions of the Dsl are compared with

the predictions in the bottom two panels. The Dst

technique in which the functional form is taken to be

given by the dotted line (marked NN_ODE).  The

predicted by the nearest neighbor

an ordinary differential equation is

predictions given by an ordinary

differential equation of the lhmto~l et al. [1975] form with 11s/ dependent decay rate, are

given by the dot-dash lines (marked ODE). The phase space was reconstructed using

13 out of the 14 selected storms in the OMNI database and then predicted for the 14th

storm and is thus out of sample.

Figure 7. The 12s/ for the storm of March 9, 1979 predicted from the Al. as the input in

the local-linear technique. The top panel is the Al. index, the middle panel is the solar

wind dynamic pressure and the bottom panel shows the actual 1)s/ (black line), l~s/

predicted from AL using local-linear technique (top panel, dash line) deviates from the

actual DSI (red line) and l~sl predicted from an ordinary differential equation of the

Burto~l et al. [1975] form. Both the Al. and 11$1 indices are 5 min averaged.

Figure 8. The Ds[ (top panel, dotted line) for the storm of March 9, 1979 obtained

from the optimized fit tracks the actual 1A% (the continuous line) well during  the main

phase.

Figure 9. l’he response of geosynchronous energetic particles to the November 3-5,

1993 geomagnetic storm known as the ‘(National Space Weather Event.” The figure

shows proton and electron fluxes from two geosynchronous satellites along with the Ds[

index for this period. Very ‘strong injections of energetic particles are observed.
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However, a di rect, quantitative relationship between geosynchronous injections and the

development of DW is difficult to establish.

Figure 10. Time profile of the contribution of H+ and 0+ to the total energy density of

energetic ion population in the outer ring current during the great magnetic storm of

March 1991 (top two panels), as well as the l~sf index (third panel) and the AK index

(bottom panel). The outstanding feature is the concurrent increase of the Dst magnitude

and of the O+ contribution to the total energy density. At storm maximum, when Dst

reached --300 nT, 0+ became the dominant ion species, contributing more than 66°/0 of

the total ion energy density in the ring current.

Figure 11. Superposed traces of the magnetic field elevation angle in the CPS (left-

hand diagram) and of the magnetic pressure in the tail lobe (right-hand diagram) during

storm-time (solid traces) and non-storm (dashed traces) substorms.  The traces were

constructed by averaging the measured values in 15-rein bins with respect to substorm

onset, separately for 7 sub storms that occurred during the expansion phase of a

magnetic storm and 35 substorrns  where the lls/ index was above –25 nT. The dashed

vertical lines mark substorm  onset and the approximate start of the recovery phase.

Figure 12. Average variation of the ion temperature in the CI)S for sub storms

occurring during a storm main phase (Ds( <--25  nl; solid line) and for non-storm

substorms  (1>.~1  > –25 nT; dashed line), The vertical error bars give the errors of the

mean values. The dashed vertical lines mark substorm  onset and the average start of

the recovery phase.

Figure 13.

component at

variations.

Schematic illustration

three ciifferent MLTs

of mid-latitude magnetic variations in the H

(magnetic local times) and the expected 1)s/
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